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Neural networks provide generalizable and task independent representation spaces that 
have garnered widespread applicability in image understanding applications. The 
complicated semantics of feature interactions within image data has been broken down 
into a set of non-linear functions, convolution parameters, attention, as well as multi-modal 
inputs among others. The complexity of these operations has introduced multiple 
vulnerabilities within neural network architectures. These vulnerabilities include 
adversarial samples, confidence calibration issues, and catastrophic forgetting among 
others. Given that AI promises to herald the fourth industrial revolution, it is critical to 
understand and overcome these vulnerabilities. Doing so requires creating robust neural 
networks that drive the AI systems. Defining robustness, however, is not trivial. Simple 
measurements of invariance to noise and perturbations are not applicable in real life 
settings. In this tutorial, we provide a human-centric approach to understanding 
robustness in neural networks that allow AI to function in society. Doing so allows us to 
state the following: 1) All neural networks must provide contextual and relevant 
explanations to humans, 2) Neural networks must know when and what they don’t know, 
3) Neural Networks must be amenable to being intervened upon by humans at decision-
making stage. These three statements call for robust neural networks to be explainable, 
equipped with uncertainty quantification, and be intervenable. 
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