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	Abstract: Scarcity or absence of quality labeled data is a major difficulty in remote sensing image classification and domain adaptation approaches propose a solution to this problem by leveraging labeled information from an auxiliary data source.  The proposed approach seeks to solve the challenging problem of limited availability of labeled samples in the target domain. A Generative Adversarial Network (GAN) based framework is proposed for domain adaptation of multi-source hyperspectral imagery. Adversarial learning helps in creating an effective mapping from target domain features to the source-domain features, which allows us to train deep networks from the label-rich source domain, and then transfer our label-starved target-domain samples to a space where source-domain deep features can be leveraged. We investigate the proposed method in three practical domain adaptation scenarios. Specifically, we validate our approach on multi-sensor, multi-temporal and multi-illumination domain adaptation problems. For full utilization of the spatial-spectral features in the data-cubes, both 1D (only spectral) and 3D (spectral-spatial) based convolutional neural networks are also investigated. Significant improvement in classification performance after domain adaptation is observed when spatial information is incorporated. Empirical results show the effectiveness of our method as compared to conventional domain adaptation approaches. We also propose a semi-supervised extension of our approach that incorporates a limited number of labeled samples from the target domain to learn the adaptation task at hand.
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